Evolution of Hand Gesture Recognition : A Review
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Abstract: Hand gesture recognition has proven to be an excellent means of Human Computer Interaction over other approaches through keyboards and mouse. This paper presents a review of the evolution of this excellent, easy and natural way of Human Machine Interaction. In this review article the advantages and disadvantages of various techniques that have come up with time and ongoing researches in this field have been discussed. Most of the researchers initially used gloves for the interaction, and then came the vision based hand gesture recognition for 2D graphical interface which uses colour extraction through optical flow and feature point extraction of the hand image captured. New ideas and algorithms have come for 3D applications for moving machine parts or humans. This evolution has resulted in developing a low cost interface device for interacting with objects in virtual environment using hand gestures. Finally, the future work that can be done in this field is also discussed.
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1. Introduction

Human gestures constitute a variety of motion expressed by the body which includes facial expressions and hand movements. Among all the variety of gestures, hand gesture is the most expressive and the most frequently used and proves an excellent means for the physically disabled people as well. In order to enable a more natural and easy communication with virtual reality systems, automatic hand gesture recognition has proved to be an excellent means for the users having no technical knowledge as well[1]. Hand gesture recognition making use of digital images has been a research topic for many years now. Direct use of hands as an input device is an innovative method for providing natural Human Computer Interaction which has its inheritance from text-based interfaces through 2D graphical-based interfaces, multimedia-supported interfaces, to full-fledged multi-participant Virtual Environment (VE) systems [2]. According to P Premaratne the history of hand gesture recognition for computer control started with the invention of glove-based control interfaces. Researchers realized that gestures inspired by sign language can be used to offer simple commands for a computer interface. This gradually evolved with the development of much accurate accelerometers, infrared cameras and even fibre optic bend-sensors. Some of those developments in glove based systems eventually offered the ability to realize computer vision based recognition without any sensors attached to the glove. This tracking technique that is based on data acquisition, feature extraction and hand gesture extraction for 2D is explained later in this paper. Hand gesture recognition is not limited to paper or digital surfaces, but has also been extended to the third dimension. Hand gesture recognition is a problem that has elicited significant attention and research as computational capabilities, camera performance, and computer-vision-style learning algorithms have rapidly improved over the past few years to get 3D applications [7]. According to Sonia [1] the machine is able to recognize the gesture made by human through two approaches: Hand Detection approaches: It includes techniques to detect hand in the acquired image after pre-processing which include appearance based approaches and model based approaches. [5] Soft computing approaches: The principal constituents are Neural Networks, Fuzzy Systems, Machine Learning, Evolutionary Computation, Probabilistic Reasoning, etc. and their hybrid approaches. [3][4]

Now, the hand gestures may be in the form of Chinese sign language or the sign language for the physically disabled or any other sign language pre defined in the system by the manufacturer to be used by the user as shown in the figures below.

Figure 1: hand gestures and their equivalent text character outputs [7].
2. GLOVE BASED CONTROL INTERFACES

Data glove in essence is a wired interface with certain tactile or other sensory units that were attached to the fingers or joints of the glove, worn by the user. The tactile switches, optical goniometer or resistance sensors which measure the bending of different joints offered crude measurements as to determine a hand was open or closed and some finger joints were straight or bent. These results were mapped to unique gestures and were interpreted by a computer. The advantage of such a simple device was that there was no requirement for any kind of pre-processing. By looking at the evolution of data gloves, there were two distinct categories emerged over the years.

1. Active data glove—consisted of few or variety of sensors on the glove to measure flexing of joints or acceleration and had a communication path to the host device using wired or wireless technology. These gloves are known to restrain the user of artistic ability.
2. Passive data glove—consisted only of markers or colours for finger detection by an external device such as a camera. The glove did not have any sensors onboard.

The first glove to use multiple sensors was offered by the ‘Digital Entry Data Glove’ which was developed by Gary Grimes in 1983. It used different sensors mounted on a cloth. It consisted of touch or proximity sensors for determining whether the user’s thumb was touching another part of the hand or fingers and four “knuckle-bend sensors” for measuring flexion of the joints in the thumb, index, and little finger. It also had two tilt sensors for measuring the tilt of the hand in the horizontal plane and two inertial sensors for measuring the twisting of the forearm and the flexing of the wrist. These gloves had limited accuracy and were tethered to computers using cumbersome wiring. They were meant for very specific applications and as proof of concept.

The first commercially available Data Glove appeared in 1987. This was an improved version of the first Data glove. It carried fibre optics instead of light tubes and was equipped with 5–15 sensors increasing its ability to distinguish different gestures. Today we have a variety of new data gloves including MIT data glove, Cyber Glove II, Cyber Glove III, Fifth dimension sensor glove ultra, X IST data glove, P5 glove and vision based coloured glove.

Glove based interfaces proved to be very cumbersome and costly method for commercial use and is not flexible also. Various problems were faced with various gloves like constraining the flexibility of hand movements and other issues due to which they could not receive much attention beyond experimental tools and were not much commercialized.

3. VISION BASED HAND GESTURE RECOGNITION FOR 2D

The hand gesture recognition system consists of three modules: vision based data acquisition, feature extraction, and hand gesture recognition. The process is described in steps below:

1. Image Acquisition-The input images are captured by a webcam placed on a table or laptop. The system is demonstrated on a conventional PC/ Laptop computer running on the desired Processor with certain RAM. Each image has a certain spatial resolution based on the camera used. The system developed can process hand gestures at an acceptable speed. Given a variety of available image processing techniques and recognition algorithms, a system based on preliminary process on detecting the image as part of our image processing can be designed. The system starts by capturing a hand image from user with a webcam. The next process will convert the RGB image into grey scale. The object can then be
segmented and differs greatly in contrast to the background images [7].

2. Pre Processing- Changes in contrast can be detected by operators that calculate the gradient of an image. One way to calculate the gradient of an image is the Sobel operator [8], [9], [10], which creates a binary mask using a user-specified threshold value. The binary gradient mask show lines of high contrast in the image. These lines do not quite delineate the outline of the object of interest. Compared to the original image, the gaps in the lines surrounding the object in the gradient mask can be seen.

3. Image Segmentation- Image segmentation is necessary for getting good results. In this algorithm, the RGB image is taken as input image. Image segmentation is typically performed to locate the hand object and boundaries in image. It assigns label to every pixel in image such that the pixels which share certain visual characteristics will have the same label [7].

4. Feature Point Extraction-It is used to estimate the direction of the hand. The motion of the estimated hand area is extracted using optical flow technique. The features are first detected from the input image, and are pursued by using optical flow. The Harris filter is used to capture the features. The Harris filter is one of the techniques for detecting edges, an effective characteristic for the tracking. The Lukas-Kanade algorithm was used for the tracking of the feature. This algorithm pursues a feature around the image. However, if the hand area is small, we expand the area that contains the hand, to detect feature points thereafter, we use the Harris operator as feature point’s extractor. It can detect fingertips, because, it can detect corners. Hand area is enlarged to get more feature points.

Figure 6: Feature point extraction [11].

In this method the hand gestures are divided into motion and hand direction. Optical flow is used to estimate the motion of the hand and distribution of feature points is used to estimate the hand direction [11].

The problems encountered include color extraction and feature points. It is difficult to detect hand area when there is overlapping with the skin area in the background and the hand. Moreover in several images, the feature points between the fingertip and fingers are not detected. The robustness of the application may be increased by applying some more robust algorithms that may help to reduce noise and blur motion in order to have more accurate translation of gestures into commands.

4. MOVING OBJECT RECOGNITION IN 3D

It is done using range cameras. The range camera used is a Swiss Ranger SR4000. The SR400 is a time-of-flight camera that takes both range and intensity images at the same time using an integrated sensor. It has a low resolution of 176 × 144 pixels. Once the image is acquired, the range information is used for generating the x, y, z coordinates in meter for each pixel. The range camera produces images at a rate of up to 54 frames per second. An interface has been designed to visualize simultaneously the range image, the segmented hand and the moving object. Though this research is intended for manipulation of oil and gas reservoirs in a virtual environment, it has been considered in this paper as moving object, a 3D cube with different colors on its six faces.

![Figure 7. Translation of a moving objects [13].](image-url)

Range cameras, with their capability of simultaneously capturing a full 3D point cloud with an array sensor at video rates, offer great potential for real-time measurement of dynamic scenes. A human-machine interface using the 3D information provides a range camera for identifying hand gestures. The first application designed recognizes the number of the simultaneous translation and rotation determined from the hand blob and applied to the moving object appears realistic. The range camera has sensitivity to surrounding objects, integration time and lighting conditions. Range based segmentation is also done in the process. The segmentation speed and the tracking process need improvement for this procedure but otherwise it is of great help for real time applications [13].

5. APPLICATIONS OF HAND GESTURE RECOGNITION

The increasing scope of the applications show us the importance of more researches in a gesture controlled system. Most applications are to replace traditional input devices like keyboard and mouse, accessible application for elderly-disable like accelerometer. Initial applications were on pc applications for text edit [14, 15], presentation [16]. Gesture visualization has been included for feedback and training [17]. Using digital camera rather than sensor has provided new dimension to develop gesture based user interface development. Now people can interact with any media using gesture to control wide range...
of applications. We have got gesture based commercial products in 2003.

Gesture recognition has various applications like entertainment, controlling home appliances, tele care, tele health, elderly or disable care, artificial intelligence, simulation, training and education, assistive living and many more [18].

6. Conclusion and Future Work

All these evolving techniques from glove based approach to the use of range camera for moving 3D recognition have proved to be of great use to humans and are finding great applications not only in theories and labs but also commercially. The present application though seems to be feasible and more user friendly in comparison to the traditional input modes but is somewhat less robust in recognition phase. An attempt to make the input modes less constraints dependent for the users hand gestures has been preferred [4]. But robustness of the application may be increased by applying some more robust algorithms that may help to reduce noise and blur motion in order to have more accurate translation of gestures into commands. So in future the work can be done on improving each of the technology and new ideas can be discovered to make the methods easy. The system can be made faster and accurate, different search algorithm techniques can be used [19, 20] and also can design the library software to auto-generate a folder for most used hand gesture by the user and discarding the least used one. This would make the search process faster and better for the user. Future work includes not only improvement of the designed strategy but also taking into account more challenges such as dynamic gestures involving both hands and/or multiple cameras. The final objective involves gestures with a high degree of freedom; which may require detection of fingers and articulated hands.
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