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Abstract 
 

In this paper an attempt has been made to propose five query formation methods with professional usage 

point of view for clustering the dowry crime related legal precedents. K-mean clustering method is used on 

Tanagra open source for all the methods. The query formation   methods are used to generate five types of 

queries to find the cosine similarity measure between the query Term Frequency Matrix (TFM) and 

Repository TFM. The repository TFM consists of 500 judgments related to dowry crimes and used in [27]. 

After the formation of clusters the performance metrics are computed and the results are analyzed in a 

twofold  

i) Cluster analysis for within the query formation method 

ii) Comparison of clustering results of different query formation methods   

Finally the conclusions and the future scope of the research presented at the end of the paper.    
 

Keywords: Clustering, Bag-of-Words, Term Frequency, Document 

Matrix, Dowry-Death (DD), Dowry Harassment (DH), Dowry 

Acceptance (DA). 

 

1. Introduction 
 

The goal of a legal documents clustering is to 

identify the coherence group of documents for 

given query by the users. The clustering methods 

normally quantify the 

similarity/closeness/relevance between the query 

and the set of documents by similarity measures.  

There are large number of collections in digital 

libraries and repositories related to precedent 

judgments etc. By using clustering techniques to 

organize these collections into a much smaller 

number of coherent groups.  

In the Legal domain document clustering [1][8] 

organizes legal documents into clusters with best 

inter topic similarity. The organization of legal 

documents into a hierarchical clusters [2] based on 

topic segments improves the performance of 

document ranking. Traditional methods of 

classifying documents based on Bag-of-Words 

concept. This approach is suited for large corpora 

of texts whereas short text doesn’t support 

sufficient word occurrences. Therefore semantic 

knowledge based classification increase accuracy 

in document classification. Lexical Chaining [3] 

tracks the semantic information in documents 

supporting clustering. Latent Semantic Indexing 

(LSI) is an Information Retrieval technique which 

reduces vector space and represents document as 

mixture of topics. Latent Direchlet Allocation 

(LDA) [4] is one of the latest models to represent 

document as mixture of topics. There has been a 

substantial improvement in improving the 

granularity from a document level similarity to an 

inter passage similarity [6] which obviously 

improves the clustering accuracy. 

During web information retrieval text 

segmentation and inter document similarities, 

sentiment analysis and ontology survey techniques 

[19][20] applied over hierarchical collection of text 

documents. A novel approach Latent Dirichlet 

performs similarity measure between topics and 

documents also frequent concepts based document 

clustering algorithm. The efficacy of which   

depends on concepts of documents. Improvements 

in K-mean algorithm with shared nearest neighbor 

method [13][14] has been found to improve 

clustering efficiency. The concept of term based 

similarity measures [17] incorporate linguistic and 

semantic structures using syntactic dependencies. 

Semantic background knowledge is a backbone to 

these types of methods. This concept based 

clustering improves classification and clustering 

accuracy over web document text. In transactional 
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databases the clustering performed on frequent 

patterns of item selection. Topic segmentation and 

Sentiment analysis [11] plays an important role in 

hierarchical topic cluster algorithms. They help to 

group words into tree structured chains of topics.  

 

For all these methods the words in the given Query 

happens to be the heart of the entire clustering 

mechanism. This would obviously help to create 

most coherent clusters. The legal domain requires 

very good approach of query preparation, so that 

the legal professionals would be at a greater ease. 

The objective of this paper is to suggest a method 

which would help to choose the   best query 

preparation method amongst the suggested five 

methods to fulfill the needs of the legal 

professionals.    
   
                                     In section 2 various 

author’s contribution to Legal Document clustering 

is presented. In section 3 Data description 

described. Section 4 Query Formation Methods 

and clustering process explained. In section 5 

Preliminaries of cluster performance metrics are 

given   the results are provided in section 6. Finally 

conclusions and further scope of research is given 

in section 7. 
 

2. Literature Review 
 

A. Devender et. al [1] proposed a new correlation 

based document clustering instead of TF-IDF 

vector purely based on semantic similarity 

measure. His work concentrated on concept 

extraction, semantic associations and meronymy. 
 

S. Sowmya and M. Kanakaraj [2] applied NLP 

techniques to identify topic based summarized 

news from all sources to support user query. 

Semantic based BoW constructed using WordNet 

synsets. K-mean clustering provided better results 

with 90% accuracy with this approach. 
 

S. Joshi, M.Prasad Deshpande and Thomas Hampp 

[3] proposed Electronic Stored Information 

Discovery model. Employing NDD (Near 

Duplicate Detection), Automatic Classification 

techniques to create coherent groups of documents.  

Syntactic grouping of documents detects duplicates 

in groups and semantic similarity organizes 

concept based groups. In terms of precision and 

recall a significant performance noticed by their 

experiments. 

  
Jack G. Conard et. al [4] performed research to 

classify and cluster law firms where there are no 

taxonomies or labeled training documents 

available. In their work hierarchical and multiple 

assignment contexts based clustering techniques 

holds good performance for above mentioned legal 

data. 
 

Chao-Lin Liu [5] et. al implemented a system to 

identify criteria to classify legal judgment 

summaries. Lexical knowledge to identify 

keyword-based and case-based classification 

applied in this system. This system achieved 20% 

quality over human provided cases summaries. 
 

 Eui-Hong Han [6] et. al proposed a new 

association rules based clustering which clusters 

related items using clusters of items. Their 

experiments n training data (stock-market, voting 

data) successfully grouped items belonged to same 

group. Their clustering shown better results over 

existed Auto class clustering algorithm. 
 

Zichao Dai [8] et.al proposed a topical relevance 

model vector where topics are derived from 

knowledge embedded in short text collections 

organized using hierarchical clustering with purity 

control. His experiments over SVM classifier 

based web snippets shown significant 

improvement in short text classification. 
 

Dipti Deodhare [9] et.al developed a soft clustering 

algorithm. Each document turned into lexical 

chains using WordNet which is beneficial than 

BoW. A semantic similarity matrix generated 

based on which lexical chain graph constructed. 

Documents associated with same cluster would 

have semantically similar lexical chains. This 

approach best suited for topic detection among 

corpus of documents. This approach also resulted 

good soft clustering of documents. 
 

K.Raghuveer and Ravikumar [12] proposed 

hierarchical Latent Dirichlet Allocation (HLDA) 

approach to organize, analyze and present legal 

information. They clustered legal documents based 

on topics obtained from HLDA. This model is 

capable for grouping Legal judgments into 

different clusters and generate summary of each 

judgment in an effective manner. 
 

B. Sindhiya and N. Tajunisha [17] introduced a 

novel method to represent meaning of texts in 
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dimensional space of concepts derived from Word 

Net. This is a two-way term → concept semantic 

relatedness model. Their experiments showed 

improved performance over existed SMTP model 

for clustering and classification. 
 

Shshank Paliwal [9] et.al proposed a sub-topic 

structure of text documents and investigates 

whether clustering text documents can be 

improved if text segments of two documents 

utilized. Using inter document similarity approach 

over sub topics of documents improved clustering 

of documents. 
 

Rupali Sunil Wagh [22] performed document 

analysis over legal domain where plain text 

documents are subdivided into groups to identify 

relevant and abstract based keywords. Using 

cosine similarity domain ontology applied with 

linguistic preprocessing increases the performance 

of clustering and better results obtained also his 

experiments improved the quality of clusters. 
 

 J.G. Konard [24] et.al experimented with 

clustering algorithms over legal firms to cluster 

legal documents. Clustering based hierarchical and 

multiple context assignments holds good resulting 

clusters over legal documents which are unlabeled 

without taxonomies.  
 

3. Data Description 
 

For clustering the legal documents are represented 

as in the form of term frequency matrix after 

preprocessing the pdf legal documents. Normally 

clustering methods are applied based on similarity 

measure calculated between the repository data and 

a query given by the user. For this experiment a 

term frequency matrix of 500 precedent judgment 

related to dowry cases, generated with the 

Extended Bag-of-Words EBoW [26] is treated as a 

repository data.. The EBoW contains 211 dowry 

related legal terms which are generated in [27]. For 

the query data the new (not in 500 set) dowry 

related president judgments (for each one judgment 

related to dowry death, dowry acceptance and 

dowry harassment and combine them in to one 

document) and represented as term frequency 

matrix with same EBoW [26, 27].   For the crime 

facts and frequent concepts clustering procedures 

the query data are prepared with the dowry related 

10 FIR’s. The FIR’s are also represented as a term 

frequency matrix with the same EBoW [26, 27]. 
 

4. Query Formation and Clustering 

Mechanisms 
 

In order to obtain the reliable clusters on dowry 

related precedents, five types of Query Formation 

Methods(QFM) are proposed. The methods are 

Comprehensive Clustering (CC), Crime Specific 

Mean Clustering (CSMC), Crime Bounded Interval 

Clustering (CBIC), Crime Facts Clustering (CFC) 

and Frequent Concepts Clustering (FCC). The 

dowry related crimes are classified in to three types 

of crimes they are Dowry Acceptance (DA), 

Dowry Harassment (DH) and Dowry Death (DD). 

The queries are generated from the FIR’s 

investigation views of different dowry crimes 

except CC. In CC the query generated from the 

precedents with randomly selection of one from 

each type of crime.  The EBoW [27] is adopted for 

finding the TFMs of CC, CSMC and CBIC. For 

the FCC the BoW is created through Apriori 

algorithm and for CFC the BoW are created form 

FIRs investigation views with the help of legal 

experts. The clustering mechanism depicted in 

figure-I. 
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The various clustering methods are explained 

below. 
 

4.1 Comprehensive Clustering (CC)  
 

The objective of this method to generate a query 

with a combination of three dowry related crimes 

i.e. the user query is a comprehensive query of 

dowry related crimes. In this method the items are 

clustered based on cosine similarity values 

between the precedents TFM and the 

comprehensive query TFM. The query created 

with the combination of new (not included 500 

precedents) dowry related crimes one from each 

type DD, DH and DA president case notes. After 

preprocessing for finding the query TFM we adopt 

EBoW [26]. The same EBoW is used to find for 

each repository TFM. Then calculate the cosine 

similarity measure between repositories TFM and 

query TFM using Tanagra [28] data mining open 

source package to perform K-mean clustering 

over these cosine similarities with default cluster 

settings. Four clusters formed with default optimal 

settings. The means of clusters are identified by 

inter cluster similarity and intra cluster similarity 

measures by tool.  
 

4.2 Crime Specific Mean Clustering (CSMC) 
  
In this method the repository TFM is same as k-

means clustering but the query data TFM is 

different. The investigation views from FIR is 

taken and converted in to TFM for three dowry 

related crimes DD, DH and DA. To find the three 

types of cosine similarity matrices between the 

repository TFM and three TFMs. Then identify 

the top ten ranked similarities of three types of 

crimes and find the mean of these 10 similarities. 

These three mean values are taken as a cluster 

mean and then apply k-means clustering 

independently for getting three types of crime 

specific clusters they are DD, DA, DH clusters. 

These clusters are more helpful to identify the 

crime specific documents among the repository.  
  
4.3 Crime Specific Bounded Interval Clustering 

(CBIC) 
 

In this method the repository TFM is same as CC 

and CSMC. But the three query data TFMs is 

taken in CMC but the difference is in CSMC 

mean as taken as a cluster mean where as CBIC to 

fix the boundaries for the clusters. In statistical 

computations bounded interval function identifies 

the values between given bounding values 

maxima and minima. The function defined as 

follows 
 

 ( )      [   ]                  
 

For three types of dowry crimes to calculate a, b 

boundary values from the top ten ranked similarity 

scores of DA, DH, and DD.  The ten FIR’s 

investigation views are taking formation of query 

data TFM and find cosine similarities. From ten 

FIR’s DA is 3 , DH is 3 and DD is 4. For finding 
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the DA maximum and minimum values of top 

thirty similarities where is each FIR has top ten 

similarities.  For finding the DH maximum and 

minimum values of top thirty similarities where is 

each FIR has top ten similarities.  .  For finding 

the DD maximum and minimum values of top 

forty similarities where is each FIR has top ten 

similarities. These Maxima and Minima bounding 

values treated as threshold for clustering. When 

the K-mean clustering based clusters undergoes 

BIC mechanism clusters become more compact 

and maintain high similarity precedents per each 

three dowry crimes. The similarity measure that 

can’t fit in given threshold bounds excluded from 

cluster. 
 

4.4 Crime Facts Clustering (CFC) 
 

In this approach the repository TFM and query 

data TFM also different from CMC and CBIC. 

For generation of repository TFM and query data 

TFM the new BoW is created with only crime 

facts related words. These BOW words are 

selected from the investigation views of the 10 

FIRs of three type’s dowry crimes. Then this BoW 

also modified by the legal expert. This BoW is 

used to find the TFM of repository data of 500 

precedents. For formation of three types of query 

and data TFMs for each dowry crimes DA, DH 

and DD then find the three types of cosine 

similarity measures for 500 precedents. The K-

mean clustering applied on three types of 

similarity matrixes to get the DA, DH and DD 

clusters. This crime fact based clustering grouped 

presidents with crime intensity. Figure 4(b) shows 

the clear separation of DD, DH and DA based 

judgments into specific clusters. 
 

4.5 Frequent Concept Clustering (FCC) 
 

In this approach the BOW is created with frequent 

concepts of the 10 FIRs. The Apriori algorithm 

applied from Tanagra over the 10 FIRs 

investigation views to identify the three frequent 

item sets. The item sets are depicted in the 

following table.  
 

Table 1: Frequent item sets for 10 FIRs 
 

Concept 1 Dowry, act, section, crime, 

domestic, forensic 

Concept 2 Murder, death, violence, 

harassment, arrest 

Concept 3 Police, witness, culprit, 

victim, local, accuse 
 

The new Bow is created with only 16 words. 

From this BOW to generate repository TFM of 

500 precedents and three query data TFMs of 10 

FIRs of DA, DH and DD. The DA, DH and DD 

cosine similarities are calculated and apply K-

means clustering. The clusters are formed on the 

bases of frequent concept made up of documents 

that contain words related to a frequent concept.  
 

5 Preliminaries of Metrics 
 

The legal documents clusters are formed by the 

above approaches are evaluated by the widely 

accepted measures and the basics are explained 

below and they are defined in [7][10][18][22][29]. 

i) Purity:  

The coherence of a cluster is evaluated by purity 

that is the degree to which a cluster contains 

documents of single category. Purity  (  ) 
defined as the number of documents of the largest 

category in a cluster divided by cluster size.   

 (  )  
 

  
    (  

 ) 

Where    is a particular cluster of size     and 

    (  
 ) is the number of documents that are 

formed the dominant category in cluster    and 

  
  represents the number of documents from 

cluster    assigned to category i. Purity is a 

function of the relative size of the largest category 

in the resulting clusters. The overall purity of 

clustering is obtained by taking weighted sum of 

the individual cluster purities. 

 

Purity =∑
  

 
  (  )

 
     

 

Where   k is total number of clusters and n is total 

number of documents. For an ideal cluster the 

purity value is high nearer to one. 

 

ii) Precision and Recall:  

On the basis of common cluster documents 

precision of a cluster given as  

         (   )  
   

  
 

 

Recall is the probability of class relevant 

information supported by a cluster with set of 

documents relevant to that category. It is given as 
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Where     is the number of documents of category 

  in cluster  ,    is the number of documents of 

cluster. 

 

iv) F - Measure: F-measure is a score to evaluate 

the quality of clustering. It is the harmonic 

combination of precision and recall. Let there be a 

category i and cluster j, then F-Measure calculated 

as  
 

  ( )  
  (         ) (      )

                
 

The overall F-measure for the clustering result is 

the weighted average of the F-measure for each 

category i 

   
∑ ((  ) ( ))
 
   

∑   
 
   

  

Where    is number of documents in     category. 

 

v) WSS:  Within Sum of Squares (WSS) is the 

total distance of data points from their respective 

cluster centroids. It decides the  cohesion of 

cluster items within a cluster. The lower score 

shows the optimality of specific cluster. An ideal 

clustering maintains WSS score less than 40.  

 

vi) R-Square: This measure assumes that all the 

points belonged to a cluster fitted to a Regression 

Line. The values lie between (0-1). The R-Square 

value more than 60% is worthy clustering. Higher 

the value indicates more similarity exists between 

items in a cluster. The overall items going to be 

clustered also affect the R-Square value. 

 

vii) Homogeneity: It measures the homogeneity of 

precedents present in a specific cluster. For any 

Cluster Ck, k= [1... n] clusters. L is the total 

number of precedents in cluster. S is the subset of 

  shared by other clusters. Homogeneity (H) 

calculated as 
   

 
 defined. If the measure, H, is 

high value then it shows that all the precedents 

have the uniqueness and also stability of the 

cluster. 
 

 

6. Results & Analysis 
 

The five QFM’s are used to group the relevant 

precedents, to buttress any query prepared by a 

professional user. The basis for the queries happens to 

be the precedents and FIR’s too. All the methods used 

Tanagra® an open source tool for generating clusters. 

The cluster performance metrics are calculated and 

presented in Table-2.  

  

66..11    WWiitthhiinn  QQFFMM  CClluusstteerrss  AAnnaallyyssiiss  
 

In Comprehensive Clustering there are four clusters 

formed and the results are shown in Fig. 3(a), 3(b) of 

the Annexure-I. From the four clusters the third cluster 

has a centroid similarity value for the both repository 

and the dowry comprehensive query i.e. 69 and 64 

respectively. The precedents in the third cluster are 

scattered around the centroid where as the proximity of 

the presidents happens to be very close or even 

intersecting at times. The third cluster size is very less 

i.e 38, to compare to other clusters and homogeneity is 

also high, so the legal professional may retrieve and 

study these precedents for any type of dowry related 

crimes. 

In CSMC three queries generated for individual 

dowry crimes DD, DH and DA. For each separate 

dowry crime top ten ranked similarities are 

considered to evaluate mean of the similarity 

scores. Hence for DD, DH and DA mean values 

are 73.21, 74.79 and 72.99 respectively. These 

mean values are treated as potential centroids for a 

clustering, for each DD, DH and DA queries 

independently. The results are depicted in figures 

4[a...f]. Each cluster hardly holds 9 to 12 

precedents only and homogeneity is also > 70% 

for all the clusters Legal professionals can retrieve 

limited set of precedents for specific dowry 

crimes.  

 

In CBIC similarity measures calculated as similar 

to CSMC.  Applying the bounded Index value to 

fit cluster within given range [71 to 77] for each 

DD, DH and DA  three independent clustering 

results presented in annexure figure 5[a…f]. Each 

bounded index cluster crops the precedents within 

the bounded limits. Legal professionals interested 

to analyze the precedents within a range of 

similarity to specific dowry crime can choose this 

method. In this experiment all the three DD, DH 

and DA clustering maintained an average of 11 

precedents in bounded index clusters and 

homogeneity is >84%.. from these results this 

type of querying be produced better cluster. 

In CFC legal expert selected crime facts BoW 

used to generate query TFM for DD, DH and DA. 

The clusters generated for each dowry crime 

query separately. All the precedents related to a 

specific dowry crime related FIR query are 

grouped into a cluster with similarity score range 
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of 65-80. The query TFM generated by combining 

the specific dowry crimes independently, so three 

DD, DH and DA TFMs are generated. This 

method is useful to Legal professionals searching 

precedents for a specific dowry crime. 

In FCC a new BoW based on frequent concepts 

used to generate TFM for DD, DH and DA 

respectively. Applying theses three TFMs 

independently on precedents TFM similarity 

scores generated. The precedents are grouped 

basing on the concepts density as shown in figures 

7[a...f]. For DD query TFM generated clustering 

the cluster with high similarities represents the 

precedents with DD crime related concepts high. 

Similarly the remaining two clustering’s groups 

the precedents with high concept similarity to the 

cluster with high scores.  
       

 

Table 2. Performance Metrics for various Clustering approaches 
 

 
Clustering Mechanism Cluster 

No. 

Purity Precision Recall F-Measure Homogeneity WSS 

 

Comprehensive  

Clustering (CC) 

C1 0.6729 0.6966 0.1879 0.5637 61.3% 55.18 

C2 0.6833 0.7392 0.1982 0.5946 53.6% 26.10 

C3 0.6336 0.7107 0.4748 0.5692 71.4% 29.88 

C4 0.6128 0.6861 0.3378 0.4527 67.3% 43.05 

 

CSMC (DD) 

C1 0.9456 0.8972 0.2455 0.7365 70.3% 9.34 

C2 0.9421 0.9025 0.2623 0.7869 72.6% 10.12 

C3 0.9433 0.9016 0.2724 0.8172 72.3% 7.12 

 

CSMC (DH) 

C1 0.9124 0.9198 0.2643 0.7929 73.7% 10.24 

C2 0.9205 0.9177 0.2589 0.7767 71.4% 4.32 

C3 0.9112 0.9244 0.2711 0.8133 75.6% 14.12 

 

CSMC (DA) 

C1 0.9256 0.8674 0.2517 0.7551 72.1% 16.22 

C2 0.9203 0.8799 0.2581 0.7743 70.8% 9.78 

C3 0.9189 0.8644 0.2507 0.7521 76.3% 13.11 

 

CBIC (DD) 

C1 0.8012 0.8726 0.3076 0.9228 89.3% 2.49 

C2 0.8029 0.8854 0.3112 0.9336 92.8% 2.98 

C3 0.8033 0.8792 0.3276 0.9828 94.7% 2.75 

 

CBIC (DH) 

C1 0.8206 0.8524 0.2972 0.8916 85.6% 2.39 

C2 0.8194 0.8479 0.3124 0.9372 93.1% 1.53 

C3 0.8189 0.8563 0.2993 0.8979 86.2% 1.43 

 

CBIC (DA) 

C1 0.8102 0.8526 0.3048 0.9144 89.1% 1.45 

C2 0.7997 0.8493 0.3174 0.9522 94.3% 2.88 

C3 0.8156 0.8511 0.2912 0.8736 84.7% 2.35 

 

CFC (DD) 

C1 0.6921 0.7123 0.2258 0.6774 63.8% 15.11 

C2 0.6543 0.6933 0.1883 0.5649 72.5% 52.71 

C3 0.6897 0.6827 0.1944 0.5832 57.3% 48.50 

 

CFC (DH) 

C1 0.6124 0.6503 0.1758 0.5274 51.8% 22.14 

C2 0.6577 0.6642 0.2012 0.6036 72.6% 34.98 

C3 0.6432 0.6433 0.1876 0.5628 61.9% 11.54 

 

CFC (DA) 

C1 0.6021 0.6188 0.1674 0.5022 72.1% 19.14 

C2 0.6009 0.6101 0.1704 0.5112 69.3% 26.27 

C3 0.6141 0.6203 0.1686 0.5058 58.2% 36.81 

FCC (DD) C1 0.8936 0.8085 0.2397 0.7191 76.3% 35.11 

 C2 0.9183 0.8367 0.2562 0.7686 71.2% 22.71 

 C3 0.8260 0.8695 0.2173 0.6519 72.6% 38.50 

FCC (DH) C1 0.8936 0.8283 0.2412 0.7236 75.3% 31.80 

 C2 0.9243 0.8016 0.2542 0.7626 71.4% 32.91 

 C3 0.8231 0.8176 0.2114 0.6342 68.6% 47.48 

FCC (DA) C1 0.7106 0.7913 0.2152 0.6456 74.8% 38.53 

 C2 0.8243 0.8116 0.2242 0.6726 71.9% 23.46 

 C3 0.7941 0.8051 0.2346 0.7038 69.3% 34.90 
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Figure 2(a). Homogeneity for various Query Formation Methods  

 

 
Figure 2(b). Metrics for various QFMs(DD, DH and DA values) 

 

66..22  CCoommppaarraattiivvee  aannaallyyssiiss  aammoonngg  tthhee  ddiiffffeerreenntt  

QQFFMMss..  
 

By looking at table 2, Fig 2(a) and fig (2b) the 

following observations are drawn. Among the five 

methods CBIC has the value of highest F-measure 

which indicates that quality of the cluster for this 

is very high. The higher the F measure is the 

higher the accuracy of the cluster. So CBIC 

happens to be the method with highest quality 

because of the reason that it is based on solid 

statistical fundamentals. This is followed by 

CSMC which also has statistical backdrop. The 

minimum WSS for CBIC indicates that the cluster 

centroid and the items around the centroid have 

high degree of homogeneity which is also visible 

from the figure 2(b). Because of the inverse 

relation between the R-square and WSS , CBIC 

has the highest value of the R-square followed by 

the CSMC. 

 

By observing Figure 2(a) the Homogeneity value 

of the CBIC is high compared to other methods. 

This indicates that the documents are highly 

coherent in this method because it is a bounded 

interval dependent method. The second method 

with highest homogeneity value is CSMC since it 

maintains the documents around the mean value 

of highest ranked document similarities. 

 

Hence both CBIC and CSMC methods are good 

clustering approaches compared to rest of the 

methods graded as FCC, CFC and CC with 3, 4 

and 5 ranks .measures.  

 

Conclusion 

 

The experiments show that the clusters with high 

value of the homogeneity, F- measure and lowest 

value of the WSS are CBIC and CSMC methods. 

Both these techniques make use of statistical 

measures. Among the five the other two namely 

FCC and CFC are based on concepts BOW. The 

two techniques will have second footing 

compared to CBIC and CSMC. The fifth method 

is a crude one without any foundation hence with 

poor values of quality metrics. The legal stake 
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holders with reasonable statistical knowledge and   

concepts  can straight away make use of the first 

two methods namely CBIC and CSMC. The 

application of CBIC reduced the documents in 

each cluster and greatly reduced ambiguity in 

document retrieval. The CBIC process is an 

improvement over traditional clustering approach 

which supports cutting edge performance in 

minimizing document set and maintaining high 

coherence among specific crime. Since even best 

matched cluster holds large set of precedent 

judgment documents in real world. But clustering 

provides some idea about distribution of 

documents over crime facts. This five query 

formation methods are not sufficient for legal 

proceedings, there is a need to identify better 

query with intelligence and soft computing 

techniques. The future scope of the research is 

twofold one is to develop an intelligent query and 

another is to perform other clustering techniques 

like fuzzy c-means clustering etc. 
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Annexure - I 
 

1. Comprehensive Clustering of Precedents 

 
Figure 3(a): Comprehensive Clustering of precedents 
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Figure 3(b): Comprehensive Clustering Graph for Precedents 

2. Crime specific Mean Clustering (CMC) 

 

 
Figure 4(a). Clustering with Mean of top 10 ranked similarity measures [CF1] 
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Figure 4(b). Clustering with Mean of top 10 ranked similarity measures [CF1] 

 
Figure 4(c). Clustering with Mean of top 10 ranked similarity measures [CF2] 
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Figure 4(d). Clustering with Mean of top 10 ranked similarity measures [CF2] 

 
Figure 4(e). Clustering with Mean of top 10 ranked similarity measures [CF3] 
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Figure 4(f). Clustering with Mean of top 10 ranked similarity measures [CF3] 

 

 

3. Crime specific Bounded Interval Clustering (CBIC) 

 
Figure 5(a) BIM Cluster for Dowry-Death judgments 
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Figure 5(b) BIM Cluster for Dowry-Death judgments 

 
Figure 5(c) BIM Cluster for Dowry-Harassment judgments 
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Figure 5(d) BIM Cluster for Dowry-Harassment judgments 

 
Figure 5(e) BIM Cluster for Dowry-Acceptance Judgments 

 

 
Figure 5(f) BIM Cluster for Dowry-Acceptance Judgments 

 

4. Crime Facts Clustering (CFC) 
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Figure 6(a) CFC Cluster for Dowry-Death Judgments 

 
Figure 6(b) CFC Cluster for Dowry-Death Judgments 

 
Figure 6(c) CFC Cluster for Dowry-Harassment Judgments 
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Figure 6(d) CFC Cluster for Dowry-Harassment Judgments 

 
Figure 6(e) CFC Cluster for Dowry-Acceptance Judgments 

 
Figure 6(f) CFC Cluster for Dowry-Acceptance Judgments 

 

5. FCC Clustering results for FIRs (DD, DH and DA) 
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Figure 7(a): Clustering Dowry-Death legal documents using FCC 

 

 
Figure 7(b): Clustering Dowry-Death legal documents using FCC graph  
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Figure 7(c): Clustering Dowry-Harassment legal documents using FCC 

 

 
Figure 7(d): Clustering Dowry-Harassment legal documents using FCC 
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Figure 7(e): Clustering Dowry-Acceptance legal documents using FCC 

 

 
Figure 7(f): Clustering Dowry-Acceptance legal documents using FCC 

 

 

 

 


